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Using Veritas Backup Exec
Server backup procedures
This describes how to use Backup Exec to maintain a set of backup tapes that can be used to recover lost user data, to rebuild damaged or destroyed servers, and to provide a safe means of performing upgrades without data loss.
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1. Introduction

The primary purpose of backup of computer systems has been to enable people to recover lost information with the minimum of effort. It makes much more sense to pick up a lost document or data files off a backup tape within an hour or so (or even minutes if you are lucky!), compared with the several hours to reconstruct a single document, or even weeks, months or years of effort to rebuild a lost data base.
Now there are legal requirements in the U.K. and in many other countries, for a business of any kind to able to deliver copies of many kinds of documents, including e-mails, on demand within a short time. There are significant penalties for not being able to do this (in many cases disproportionate compared to any cost), which many people are not yet aware of. A director must be able to demonstrate that they have taken reasonable care to ensure that such historical information is available.

The fact that a computer system is often now the main repository of original documents, and is often the sole location of electronic records means that any information not kept on-line must be accessible by some other method. This applies not only to accounts and contractual documents, but also letters, e-mails, in fact any legally admissible evidence that is generated by the business. The inadvertent loss of this can now treated as destruction of evidence, and can be deemed deliberate: in some cases, you can go to jail …
2. Tape Management

There are various formats of off-line storage, but tape is the standard against which all others are measured. Generally, the cost of a tape system is the lowest available for large amounts of storage, and the accessibility is good enough for backup or restore times to be reasonable. For the systems that we expect to be using that are described here, applicable to essentially a single office, there are only two realistic options: DAT or DLT.

Other removable storage such as writeable CD or DVD usually do not have sufficient capacity, and should really be regarded as a means of making selective permanent archives, or for transporting data from one place to another.

If the storage is not removable, then it is not a backup system unless it is at a different physical site, widely separated from the working location.

2.1. Format

DAT tapes are now commonly available in three formats: DDS-3 (12 Gbyte), DDS-4 (20 Gbyte) and DDS-5 (36 Gbyte). The available speed increases as we go to the higher storage. The expected lifetime is about the same, and in general they are reliable. However, all of these are fragile and very susceptible to dirt, heat and moisture. They must be handled carefully, if possible by the fixed edge, as the cartridge is similar to a videotape, with a hinged cover, and the tape is exposed behind this.
DLT III (10 Gbyte) is no longer attractive from the price and performance view. The mainstream DLT IV (35-40 Gbyte) and SDLT 1 (110-160) Gbyte are possibly the most useful. When removed from the drive, this is fully enclosed, so is less susceptible to contamination.

For larger volumes per tape, and higher performance, the market degenerates into a plethora of competing proprietary formats. For large-scale systems, some kind of robot storage and handling mechanism becomes necessary.
The main point to bear in mind is that a full system backup should ideally fit on a single cartridge, and that the speed should be enough that such a backup can be performed during the time the system is idle, usually overnight. For those cases where the operating hours stretch from one morning through to the small hours of the next morning, this can become a problem.
2.2. Cleaning

Keep the drive clean. Get at least two cleaning cartridges. When one is used up, discard it and start using the “spare”. While you are using that one, get a replacement and so on ... This removes the temptation to keep going without cleaning the drive and ensures that the cleaning tapes don’t get too old, and that old ones aren’t mistakenly used.

This is the most critical factor in maintaining a reliable system. Cleaning “too often” may increase the wear on a drive, reducing its lifespan, but it is very unlikely that this would have a significant effect on a daily basis. After all, reducing the expected operational life from 25 years to 5 years is not a factor if the device is replaced before then because of upgrade considerations!

2.3. Scratch Tape Pool

A scratch tape is one that is available for backup.

There are two possible ways for this to happen.

First (and best) is to get a new tape and label it. Use a numbering system: on the outside of the tape put an external physical label that matches the internal magnetic label applied using Backup Exec.

The other way is to select a used backup tape and destroy the data it contains. Many backup disasters occur because of this (the only backup you will ever need is the one you just re-used!). However, careful planning of the tape cycle can mitigate the likely results of doing this, and in some cases the cost saved by using the tapes again is significant to the business.
You should have a pool of five or more tapes selected and prepared for backup that anticipates the requirements for at least a week. If you don’t, then buy some more tapes. There is no such thing as too many backup tapes …
A tape can be removed from the archive and “scratched” by selecting it and dragging it to the scratch folder in the Backup Exec software. Alternatively, you can use the [Label Media] function, which ensures that the label is correct (matching the external printed label) as if it was a new tape. The previously recorded data becomes inaccessible when this is done. For security if required, [Erase] the tape.
2.4. Tape Management
2.4.1. Physical Handling

Be gentle. It is NOT a hockey puck! To put a DAT tape in its drive, you need to press steadily against the ejection spring, pushing it slowly in until the mechanism picks up the tape cartridge and pulls it in. DLT is a bit more robust, as the tape is fully enclosed and the cartridge loading mechanism is well protected.
Keep it clean. Dirt damages drives and data.

Keep it cool and dry. If a tape has been left in direct sunlight, it is quite likely that it will damage your drive when next used: the additives that ensure flexibility and lubrication, and the binders that hold the magnetic material on the tape will be affected. Humidity can corrode the coating, and condensation is an indication that you have another candidate for the bin.

If in doubt, throw it out!
2.4.2. Labelling

Each tape is unique. Make sure of this by using a serial number system AND DO NOT RE-USE NUMBERS.

If a tape has been imported from another system, or is perhaps from a previous backup system, then it is possible to add a secondary label for convenience, without using the [Label Media…] function, WHICH ERASES THE DATA ON THE TAPE.
2.4.3. Retiring Media

When a tape is retired, you can drag the entry to the [Retired Media] list, so people can find out what happened to it. Backup Exec also allows you to put in a description, which can document why the tape was retired.

Usually, a tape will be retired as a result of damage (or suspected damage).

If the tape has more than a few “hard” errors (that is, ones that exist because of some permanent defect), then it should be retired. If this number increases, immediately use a cleaning tape and discard the affected one.
A few dozen “soft” errors are acceptable, as these could be a result of transient environmental problems, but if the count of these errors increases with time as the tape is used, then it is almost certain that the tape is contaminated. Bin it.
If a tape has been used over half its expected life of 100 backups, then it is a good idea to either use it for an archive tape (permanent storage) or retire it.
In general, if there is any suspicion as to the reliability of a particular tape, don’t use it. If it’s not reliable, it’s not a backup. Also, you don’t want to risk damage to the storage device, as that affects the reliability of all the backups.

2.4.4. Inventory

To find out what is on a tape, or to confirm that it is unused, you can put it in the drive. Use the [Inventory…] function for the drive to read the on-tape magnetic label. This should have a label already present if the tape is used, and will also show the statistics recorded in respect of the tape. Some tapes routinely keep this control information in the label, so it can be automatically transferred between systems.

Unfortunately, Backup Exec does not automatically inventory except on start-up. In part, this is because a great many of the older backup devices did not have any means of telling whether a tape was physically present.

2.4.5. Cataloguing

If a tape has been written using NT Backup, Backup Exec, or some system that is compatible with these, then it will have a specially-recorded list of all the files that have been backed up. This on-tape catalogue can be extracted from DAT tapes very quickly, using a special high-speed reading mode that counts tags on the edge of the tape. It isn’t quite so quick on DLT tapes.
If you are importing a tape from another system, or perhaps just picking up a tape from an archive that was not made using this copy of Backup Exec, then the best thing to do is to catalogue it as soon as possible. That way, you can look for files very quickly in the Backup Exec catalogue.

There are search functions that can rapidly locate which versions of a file are present on which tapes, so you can select which one is to be restored. After you have selected the file for restore, and started the process, then Backup Exec can locate the specific tape and it will ask for it to be loaded into the device.
This is why it is important to have the external physical label matching the internal magnetic label.

2.4.6. Protecting Against Overwriting

If a tape has been selected as a permanent archive (for example a monthly or yearly tape), then use the write-protection tab. If this is pushed across to reveal a hole, just like on the compact cassettes, then even if you try to write to it, the tape drive will not permit the tape to be erased or reused. Usually, the tab is a light colour, so if you can’t see it, then the tape should only be used for restoring data …
2.5. Off-Site Archive

Tapes will burn. One of the most likely disaster scenarios is a fire in the building. If the tapes don’t burn, then the firemen will probably drown them …

If someone has a lockable, vermin-proof safe, filing cabinet or cupboard at home, this is a good place to keep tapes. A metal cash box with a close-fitting lid in a secure, locked cupboard is fine. Vermin includes rats and cockroaches, but mice and ants can also cause problems!
Keep in mind the possibility of fire exists at home also.

Don’t forget that if the tape contains personnel data, then there may be other legal requirements on security and handling.

A better place is a bank vault: tapes can be sent to the vault each month for the permanent archive. Keeping some daily and weekly tapes at home and monthly archive tapes at the bank makes a good compromise between security and accessibility. Using different locations reduces the risk of losing all tapes.

If you have extremely sensitive data that must be kept confidential, then use one of the facilities that specialise in collecting and keeping such tapes in a secure manner.

2.6. On-Site Storage

Best is a fireproof safe. A filing cabinet is good, but be sure to use some kind of storage case that will exclude insects. Generally, the tapes are provided with a snap-shut plastic case that can seal quite well: but if it is damaged, then the tape becomes vulnerable.
Scratch tapes that have been prepared using the [Label Media…] function can be kept near the computer system. If tapes contain confidential data requiring a high level of security, then use a full erase, not just the label function. It may be more appropriate in some cases to permanently store them, or destroy them, rather than re-using them.
3. Recovery

The two main purposes of backup are data recovery and system recovery. If possible, it is best to combine the two in a full backup done on a daily basis. In general, data recovery requirements are more frequent than system recovery.

However, the requirements for being able to recover a system are more taxing, and need to be carefully considered. Especially, system security information for a Windows Domain needs to be protected, as its loss can affect the function of an entire network, including all the workstations.
3.1. User Files and Folders

Backup Exec offers browse and search functions to enable you to find particular files and folders by name. You can browse by location to get a list of available media, or browse selected media to find a particular location, and look for a file within that. Once you have made the selection and started the restore, Backup Exec will ask for the required media to be loaded into the device.

3.2. Individual E-mails

One of the key advantages of Backup Exec over the NT Backup and its look-alikes is that it can back up individual e-mail messages in exactly the same manner as data files, and it is then possible to retrieve them from the backup just as easily.

Most systems only back up the entire Information Store in a single unit: this is suitable for system recovery purposes (being faster), but having to restore a 10 Gbyte store to retrieve a single message doesn’t really make sense!

Doing this exercise on a server that doesn’t have enough free space becomes an exercise that counts as truly horrible, and an experience not to be repeated. The effort and delay involved from just one such exercise will usually cost more than the backup software …

3.3. Server Drives

You have run out of space on your server: what do you do?

Your main server storage area has been damaged: how do you fix it?

You want to increase system performance, which involves some upgrades and changes to the hard drives: how can you do this without losing data?

In all these cases, the first thing to do is make a backup, even of corrupted data. You should already have previous backups, but the closer to your “present time” state you can get, the better.

Remove the too small / damaged / too slow hard drive or RAID volume, install a replacement, and restore “known good” data for the entire volume. This may take multiple passes from several generations of the available backup tapes.
Repair the rest. Reconstruct what you can’t repair. 

If data loss is inevitable, try and identify what data has been lost and when, to assist the users in any recovery process that needs to be undertaken. Often careful accounting of which files were lost can significantly reduce the cost and effort of reconstruction. I have personally encountered a case where astute observation by an engineer identified documentation that did not need to be recovered or reconstructed because of available superseding documents, saving thousands of dollars worth of highly-skilled peoples’ time and effort!

Be very grateful if you haven’t lost critical information …
If possible, where there is space available in a system, you can change the drive letter of your original data volume, install the replacement, giving it the original letter, and copy disc to disc (and usually restart) to get a running system. When you are sure all is OK, you can remove the old drive. If something goes wrong, you have your backup tape(s) to provide the necessary material to rebuild the system.

3.4. Exchange Server Information Stores

You should only need to do this if a store has become irreparably corrupted, or you can’t directly copy the Information Store to a new volume using the facilities directly available in the Exchange management utilities.

The general process is this: stop the Exchange services. Restore the Information Store files. Identify uncommitted log files. Run the recovery process using the available log files. Start the Exchange services.

If you’ve done it all correctly, you will be back exactly to where you stopped.
Again, it is good practice to do an “offline” backup after stopping the Exchange services, so you can return things back to where you started if it all goes wrong. If you don’t do this, and your initial repair attempt fails, then you will most likely find that you have permanently lost data that you should have been able to recover.

Repairing broken Exchange Servers is not a job for the faint-hearted, and often requires a sort of stubborn persistence that is very rare … There are so very many things that can go wrong, and there is therefore a very long list of things to try, until you can get it all fixed. And part of that list is “put it all back how it was and start over … !”
4. Backup

If you don’t have it, you’ll definitely need it!

There is a visible cost of doing backups: the device, the consumables, and the ten minutes a day it takes to remove the used media, run the cleaning tape and put in the media ready for the next backup.
The cost of not doing proper backup could be hours, days or weeks of data recovery; it could be your entire business; or even legal problems that can lead to fines or imprisonment! Remember that this doesn’t just apply to accounting data!

Your choice …

4.1. Timing of Backup Process

In the dead hours of morning, when nothing else is happening, give your system something useful to do …

If the backup takes a long time to run, then start late evening. Backup Exec does the verify phase directly off the tape, where file checksums are recorded. So this part of the job could be running in the morning afterwards without any impact on operations.

If the backup didn’t run on time, do one as soon as possible! It might not be complete, because of files that are inaccessible because they are in use, but there is nothing as useless as a backup that is needed but not done.
The more thorough your coverage, the better the chance you can recover data that has been lost, but not noticed for some time.

An example is when there are files that are only used once a year. Sometime in the year, they are inadvertently removed, and during the next end-of-year process the loss is discovered. This scenario happens time and again, with much distress that could be easily avoided by keeping tapes going back more than a year.
4.2. Full Rotation (Recommended)

It takes a bit of effort to think through how this works, but the main reasons for using this method are that you will get the best reliability from your set of tapes, and a good chance of having available information up to the previous night’s backup, starting from when the backup process was inaugurated.

A new tape is not the best one to use for a permanent archive, nor is a well-worn one. Using a tape a few times relieves any irregularities in the internal tension, and reduces the tendency of new tape to stick to itself, by entraining air between the layers. Generally, it is a good idea to have the tape do a full pass forward and back (“retension”) before each backup to promote this.

I recommend starting with at least 30 cartridges, and buying six more each six months, so at least the last two weeks is available on a daily basis, then weekly before that, and monthly forever.

Take all new tapes and label them. Use these tapes first.

Take your old tapes designated for backup usage and relabel them using the [Label Media] function as you require them. Use these starting from the oldest first.
Don’t forget to keep some of the old tapes in case you need to recover historical data from them.

Run a daily (nightly!) backup every night, using the tapes in the preferred order.
Select a day of the week, for example, every Monday (which you take out of the tape device on Tuesday morning), and keep this as a “weekly” backup tape.

Select a date in the month, for example, the 15th after your main accounting activity, or other “regular” feature as the preferred “monthly” backup tape. If there is not one made on the date (in the weekend), then take the next available one. Click the protection tab across. You keep this in your permanent archive.

1. The oldest daily tape gets returned to the scratch pool as required.

2. The oldest weekly tape, WHEN YOU HAVE AT LEAST FIVE OF THEM, gets returned to the scratch pool as required.

3. If you must, then the oldest monthly tape, WHEN YOU HAVE AT LEAST THIRTEEN OF THEM, can be returned to the scratch pool. Keep at least one per year forever (or at least seven years).
4. If you have less than SIX tapes in your daily backup list, then get another six new tapes.

The result of this is that you can recover data for any day of the last week or fortnight, for any week of the last month, and for any month of the last year.

The tapes will most likely have been used at least a couple of times, which is best for long-term storage, and wear and tear is spread fairly evenly over all the tapes you have, which prevents the problem of having worn-out daily tapes.

4.3. Day / Week / Month

This is similar to the full rotation, but the tape selected for backup is pre-designated. The problem is that the “daily” tapes have accelerated wear, and the “monthly” ones usually are new tapes: neither of these cases is desirable.

4.4. Generation

Sometimes called “grandfather, father, son”, this is the simplest concept. Typically 15 tapes are used in three sets: Monday, Tuesday, Wednesday, Thursday, Friday for week (1), same again for week (2) and week (3) …

When all the weeks have been used, the oldest is re-used.

History is three weeks: if you’ve not missed the lost file in that time, you CAN’T GET IT BACK !

This method is usually the cause of howls of anguish about once a year …

4.5. Full Archive (for critical data)

Get one tape per day.

Do the backup. 
Keep the tape.

If you have highly volatile, or valuable information, or even just a lot of data entry effort each day, this is the most sensible method.

A year’s worth of tapes is about 250 – 300, depending on the “working week”. For DAT cartridges at £ 10, this represents an investment of £ 3000 per year. For DLT cartridges at £ 20 or SDLT at £ 35 it costs proportionately more.

If the backups are properly dispersed to multiple sites, it becomes very difficult to lose the information, no matter what happens.

5. System Requirements

All the high-performance backup devices use SCSI (Small Computer Standard Interface), which is a firmly-established, highly-reliable method for connecting computer peripherals such as disc drives, tape drives, printers and scanners.

For that reason, the server computer may already have the necessary SCSI interface built-in. If it doesn’t, then you will need to get something like the Adaptec 29160 or similar, which will work in almost any PC available. The backup device can be internal, which is probably a bit more secure, or can be an individually-packaged device with its own mains power input. It is also possible to have a “SCSI tower” with a group of SCSI devices, such as DVD, tape and scanner built in, using the mains power.
Most server machines available today have sufficient performance that the tape backup device can be fed data at a suitably high rate. It is not good if the computer is too slow, because the tape gets into a stop – start, stop – start cycle if it has to wait for data, and this has a severe impact on the reliability. Backing up across a network will work if it is 100 Mbit or better, but don’t try on the older 10 Mbit networks.

6. Recommendations

Make sure your server is running on a UPS. Ideally, the continuous load should be less than 50 % of the UPS capability, and preferably about 20 %. The lower the load, the less likely it is that the UPS will run its battery flat: usually the power storage capability is larger for the bigger devices, and also, the susceptibility to overload or high temperatures is much less.

Make sure that the operating environment for the backup system is not too hot or humid. Either of these will reduce reliability.

If everything is put into a 19 “ rack, make sure that it has sufficient ventilation. If necessary, install a fan tray and filter at the bottom to pull in cool air and force out the hot air produced by everything in the rack. Sometimes, there is already equipment that has this kind of air flow, so the bottom of the rack is the best place for it.

Periodically, print a copy of the Media listed by Backup Exec: there is a special report for this. It is very useful to identify the most recent backup tapes if you have to rebuild the system (and of course, the Backup Exec is not available in that case!).

Take a backup tape and try to restore some files from it. This should be done with the first backup of any new sequence, to validate the storage job. It should then be done every three months or less, just to make sure that the backup is good.

Take a tape and try to restore data to a completely different system. This ensures that the device is writing to its correct standard, and that the tapes can be used on at least one other system. It also checks that the tape catalogue is valid.
Try a test rebuild of another completely separate system, to ensure that the whole of the required data are present: both user data and system information are necessary to rebuild a system. If you have several machines of identical specification, then there is no problem using one of these. Otherwise, you should use a system that is either a close match, or quite distinct. Often it is extremely difficult to get sensible results from a system “just a little bit” different, due to misidentification of devices and drivers in the hardware configuration.

7. Appendix

Paul Langford
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